
Figure 3 Seabed evolutions during different periods (Monitoring interval is 
set as 1 month. The changes of the seabed terrain during the three adjacent 
periods with respect to the first-month monitoring are shown in the above 
one, the middle one and the down one respectively).

Moreover, we also implemented attitude corrections. 
Attitude correction is carried out through attitude parameter. 
Finally, we acquire the three dimensional coordinate of 
seabed point by unitary calculations. 

We monitored the seabed terrain once in a month during the 
entire project period. The changes of the seabed terrain 
during the three adjacent periods are shown in Figure 3.We 
chose 24 crosses and 4 checking sections to monitor the 
seabed. Accuracy obtained through the statistical comparison 
with two heights of a point measured at two adjacent 
monitoring are given in table 1.

Table1. Accuracy of precise seabed monitoring 

3.Conclusions and Recommendations

The method introduced in this paper efficiently eliminates 
tidal influence, and compensates for the influences of vessel 
attitude on positioning and sounding, as well as the effects of 
time delay. It provides improved monitoring accuracy. 
Further, this method can improve the quality of the original 
observation data through data fusion. Accurate 3-
dimensional coordinates are obtained through rigorous data 
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processing model. The accuracy increases at least 3 times as 
compared to the traditional methods. The actual project, 
which was implemented with 20-time monitoring, proved its 
accuracy, reliability, and feasibility. The new method can 
provide a good reference for the similar precise monitoring of 
inshore seabed stability. 

Because the water area of this project is near the shore (about 
8 kilometers), GPS RTK technique was adopted in the 
project. To ensure the accuracy of three dimensional 
positioning, RTK combined with PPK is proposed for 
monitoring the areas far away from the shore. Through 
attitude correction, two sets of coordinates from PPK and 
RTK at RP can be obtained and blended together.
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Abstract: Fusion of multispectral image with a hyperspectral image generates a composite image which preserves the spatial 
quality from the high resolution (MS) data and the spectral characteristics from the hyperspectral data. Despite the potential use 
of hyperspectral data to enhance the spectral information in the merged product, hyperspectral data has not been exploited to its 
extensive level. In fact, the fusion of multispectral data with hyperspectral data poses impasse due to large volume which in turn 
contribute to complexities in further processing. The objective of the present study was to analyse the Hyperion data for 
classification and feature extraction processes. High resolution IKONOS data has been fused with Hyperion using three 
merging algorithms i.e. Gram-Schmidt, Principal Component and Colour Normalised transform. The outcomes of the spectral 
evaluation confirm that the CNT spectral sharpening is better in preserving the spectral properties in the fused 
product.Classification accuracy incurred for the GST and the PCT fused product is higher than IKONOS data. The results of 
classification for the CNT fused product are badly affected due to the spectral artifacts.

Keywords: Image Fusion, Gram-Schmidt Transform (GST), Principal Component Transform (PCT), Colour Normalised 
Transform (CNT),  Hyperspectral.

1. Introduction: 

Resolution can be defined as the fineness with which an 
instrument can distinguish between the different values of 
some measured attribute. When talking about resolution in 
remote sensing we talk about four types of resolutions i.e. 
spatial resolution, spectral resolution, radiometric resolution 
and temporal resolution. Where the spatial resolution refers 
to the area of smallest resolvable element (e.g. pixel); spectral 
resolution refers to the smallest wavelength which can be 
detected in the spectral measurement (Lillesand and Kiefer, 
2000). Technically these two types of resolution can be 
interrelated so that one can be improved at the expense of the 
others. The information content of an image is based on 
spatial and spectral resolution of an imaging system. To 
exploit and explore the benefit of enhanced spatial capability 
and spectral capability in, fusion techniques were developed 
to merge the images. Fusion of multispectral and 
panchromatic image has been done in past times by many 
researchers for different purposes i.e. for feature extraction, 
3D modelling (building extraction etc.). “Image fusion is the 
combination of two or more images to form a new image by 
using a certain algorithm”.(Pohl and Genderen Van, 1998).  
“The “hyper” in the hyperspectral means “over” as in “too 
many” and refers to the large number of measured 
wavelength bands” (Shippert, 2008). Hyperspectral imaging 
in remote sensing was a major breakthrough that opened the 
avenues of research in various fields like mineralogy 
mapping for oil exploration, environmental geology, 
vegetation sciences, hydrology, tsunami-aids, biomass 
estimation and many more due to its ample spectral 
information contained in hundreds of co-registered bands.
The fusion of hyperspectral with multispectral image results 
in a new image which has the spatial resolution of the high 
resolution image and all the spectral characteristics of the 
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hyperspectral image. Hyperspectral data fusion is the latest 
approach to acquire significant and reliable information that 
can’t be acquired with fusion of multispectral and 
panchromatic images.

There are some algorithms used specifically to fuse and 
classify the Hyperspectral data with the multispectral data. 
Some of the algorithms are transformation based (e.g. 
Intensity, Hue, Saturation), wavelet decomposition, neural 
networks, knowledge-based image fusion, Colour 
Normalised Transform (CNT), Principal Component 
Transform (PCT) and the Gram-Schmidt Transform. (Ali 
Darvishi et al., 2005). Combining hyperspectral and 
multispectral images can enhance the information content of 
the image thus help in geospatial data extraction. Fusion of 
multi-sensor image data has been widely used procedures 
now-a-days for complementing and enhancing the 
information content. The purpose of the fused image for 
classification and feature extraction and exploiting the fused 
image for spatial and spectral enhancement has been the input 
facet which motivated the present research. The present work 
primarily focuses on the qualitative assessment of the fused 
image in terms of the spatial and spectral improvement.The 
main objective of the present work is the analysis of the high 
resolution and hyperspectral data fusion using three different 
approaches (Gram-Schmidt, Principal Component, and 
Colour Normalised Transform) for classification and feature 
extraction.

1.1 Theoretical Concepts: Different Fusion Algorithms

1.1.1 IHS (Intensity Hue Saturation)

According to Chen et al., 2003 in the IHS transformation 

image fusion, the Intensity (I), the spatial component and the 

Hue (H) and the Saturation (S), the spectral components of an 
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Sections Maximum
bias(cm)

Minimum
bias(cm)

RMS(cm)

24x4x2 10 0.1 6.1
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